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Our understanding of disagreement is rooted in psychological studies of human behavior,
which typically cast disagreement as divergence: two agents forming diverging evaluations of
the same object. Recent work in artificial intelligence highlights how disagreement can also
arise from misalignment in how agents represent that object. Here, we formally describe these
two dimensions of disagreement, clarify the relationship between them, and argue that strategies
for conflict resolution and collaboration are likely to be ineffective (or even backfire) if they do
not consider misalignment in representations. Moreover, we identify how taking misalignment
into account can enrich current research on judgment and decision making, from biased advice
taking to algorithm aversion, and discuss implications for artificial intelligence research.
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What is disagreement? It is intuitive to think of
disagreement as a divergence of judgment: If Deniz
believes that vaccines are safe and Sade does not,
then they disagree. This intuitive notion of diver-
gence undergirds much work on disagreement in
judgment and decision-making (JDM) research (e.g.,
Reederetal., 2005), as well as political science, social
psychology, and epistemology (Carothers &
O’Donohue, 2019; Frances & Matheson, 2019;
Iyengar et al., 2019). Here, we argue that
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developments in artificial intelligence (AI) and
computational cognitive science highlight another
dimension of  disagreement—representational
misalignment—that formalizes ideas rooted in
philosophy and developmental psychology (e.g.,
Carey, 1985; Kuhn, 1962), and with important
implications for conflict resolution and collaboration.
We begin our discussion with a historical case study
to illustrate these two notions of disagreement and
explain why the distinction matters.

Divergence Versus Misalignment

In 1663, Galileo was convicted of heresy by the
Roman Catholic Inquisition for his belief that the sun
is the center of the universe, as Pope Urban VIII (the
voice of God on Earth) instead maintained that the
center of the universe is the Earth (heliocentrism vs.
geocentrism; see Finocchiaro, 1989). Galileo (G)
and Pope Urban (U) clearly disagreed. Through a
Bayesian lens, whereby beliefs are conceptualized
as subjective probability assignments, we can
characterize the extent of this disagreement through
divergences in their credences about whether the sun
is the center of the universe (S; e.g., divergence =
|Pg(S) — Py(S)]; see Frances & Matheson, 2019).

Divergence parsimoniously captures the way
disagreement has been conceptualized and oper-
ationalized in much psychological research, from
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disagreement over policy preferences (Reeder et
al., 2005) to statistical estimates (Minson et al.,
2011) and aesthetic judgments (Cheek et al., 2021),
among others. Across these cases, the literature
typically treats proximate, convergent judgments
as “agreement,” and distant, divergent judgments
as “disagreement.”

Yet, divergence fails to capture discrepancies in
the algorithms and representations underlying
people’s judgments. For instance, early heliocentric
and geocentric models of the universe differed
greatly in the astronomical structures they implied,
despite making highly convergent predictions about
the apparent positions of planets in the solar
system relative to the Earth (Gearhart, 1985).
Consequently, if we assessed whether Galileo and
Pope Urban disagree about the solar system by
measuring their divergence on astronomical pre-
dictions made from Earth (such as whether there will
be a solar eclipse on a particular date), we would
reach the conclusion that they agree, as the
probabilities they assign to most events would be
very similar. Galileo and Pope Urban could have
differing explanations for why they believe what
they believe, based on different representations or
procedures, yet converge. Convergence can thus
mask deep disagreements rooted in misaligned
representations, and fail to fully characterize
disagreement judgments (Oktar et al., 2024). We
next formalize these dimensions of disagreement.

Computing Disagreement

Divergence can be formalized as a distance metric
on beliefs about the world (e.g., Euclidean distance;
for other distance metrics, see Deza & Deza, 2009).
It is typically measured through distances in
individual judgments. Minson et al. (2011), for
instance, operationalize disagreement by computing
the quantitative differences in a dyad’s estimates
(e.g., about the average income of Israeli families).

Misalignment can be formalized as a dissimilarity
measure between representations across agents, or the
same agent over time (for areview, see Sucholutsky et
al., 2023). It is typically measured through correla-
tions of pairwise similarity judgments in a circum-
scribed task or domain, with items rated as more
similar interpreted as being closer to each other in
representational space—a method spearheaded by
Shepard (1980) and currently implemented through
representational similarity analysis (Kriegeskorte et
al., 2008). Brandt (2022), for instance, operationa-
lized misalignment in politics by estimating pairwise
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associations across political concepts (e.g., gay rights
and gun ownership) and conducting representational
similarity analysis across people’s associations.
Misalignment can be assessed at different scales—
for instance, focusing on a narrow domain (e.g.,
representation of the solar system) or a broader one
(e.g., representation of the Milky Way), and evaluated
with respect to coarse-grained stimuli (e.g., similarity
of planets) or fine-grained stimuli (e.g., similarity of
planet composition, trajectories, habitability).

The Relationship Between Divergence and
Misalignment

Divergence and misalignment capture dis-
agreement through measures of distance and
dissimilarity (where proximate judgments corre-
spond to convergence, and similar representa-
tions correspond to alignment). The relationship
between the two depends on how expansively we
measure misalignment. To illustrate this point,
consider an important controversy: vaccine laws.

Should vaccines be mandatory? An individual’s
representation of this topic could include causal
models of vaccine development (e.g., whether they
are the result of scientific research or manufactured
for profit; Loomba et al., 2021), intuitive beliefs
about diseases (e.g., how dangerous they are; Powell
et al., 2023), moral commitments and values (e.g.,
about the importance of autonomy; Akande et al.,
2022), among others (see Fasce et al., 2023).
Practically, our evaluations of misalignment cover
only a subset of these components. Divergence can
therefore occur despite alignment in measured
components due to differences in unmeasured
components or their processing.’

! At the theoretical limit, evaluations of alignment capture all
measurable components and essentially compare the entire,
expressible, judgment-relevant mental states of two agents. At
this limit of maximal coverage, alignment implies convergence if
the agents reason similarly (since the relevant mental states are
practically identical), but misalignment does not imply diver-
gence (as in our astronomical example). On the other hand, at the
limit of minimal coverage, dissimilarity is measured with respect
to a single component—if we pick the component to be the
judgment itself, misalignment and divergence would be identical;
if we pick it to be some other component, the discussion of
practical evaluation above applies. Relatedly, minimizing
divergence does not necessarily imply complete alignment, as
there may be unmeasurable components of representations (e.g.,
phenomenological experiences; see Figure 2). We bracket these
philosophical questions here; see Meifiner (2023) and Poldrack
(2021) for further discussion.
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For example, if we measured misalignment
concerning vaccine laws by focusing on beliefs
about vaccine development, we might find that
two people are aligned if both believe that
scientific research is responsible for vaccine
development. Yet, their judgments on vaccine
mandates could diverge if they have differing
levels of trust in the reliability of academic
research—an aspect of their representations that
was not measured. This is a common occurrence
in everyday conflicts, where we know we
disagree, think we understand why, but in fact
fail to appreciate the latent nuances underlying
others’ perspectives (Epley & Caruso, 2008).
Similarly, misalignment can occur despite con-
vergence: Two people could have different causal
representations of which institutions are respon-
sible for vaccine development, but both could
trust the relevant institutions, such that they

generate the same judgment concerning whether
vaccines should be mandated (see Figure 1).
The preceding discussion clarifies when diver-
gence and misalignment can come apart, but an
important question remains: What is the direction
of the relationship? Intuitively, differences in
judgments follow from one’s relevant mental
representations, so divergence should follow from
misalignment. Though this will hold synchroni-
cally, there are feedback loops that complicate the
causal picture, such that bidirectional relationships
can arise diachronically. For example, people use
their judgments to make inferences about their
preferences (rationalization; see Cushman, 2020).
Similarly, people may use divergence itself to
update or create representations that can in turn
support future judgments. For example, imagine a
debate between a Republican and a Democrat on
vaccine mandates. The Republican may diverge

Figure 1
Misalignment and Divergence Over Vaccine Mandates
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Note. Figure shows misalignment and divergence in the case of vaccine attitudes. Divergence is shown as discrepancies in

judgments (differences in probability assignments, with 0.8 indicating belief in the statement and 0.2 disbelief), and measured
misalignment is shown as discrepancies in beliefs about the causal processes generating vaccine research (either scientific
research, in blue, or corporate profits, in red). Note that the case of divergence despite alignment arises from differences in
unmeasured components (trust in institutions; shown in italics and dashed ellipses). See the online article for the color version

of this figure.
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from the Democrat’s position mid debate and later
make inferences about their own representations
based on this divergence (e.g., inferring that they
value bodily autonomy). Divergence and misalign-
ment thus have a bidirectional causal relation over
time, though misalignment causes divergence at
the point a judgment is made.

Why Distinguishing Divergence and
Misalignment Matters

The scope of representational misalignment
extends far beyond planets and vaccinations. From
variation in our experience of basic sensations to
our understanding of abstract concepts, diversity in
the structure of mental representations has chal-
lenged theories of knowledge, communication, and
ethics for millennia (Meifiner, 2023; Poldrack,
2021). Developmental, educational, and cross-
cultural psychologists have faced the daunting task
of characterizing intuitive theories and mechanisms
of change when these theories are not only distinct
but potentially incommensurable (e.g., Carey,
1991; Vosniadou et al., 2008). Yet, some
misalignments are more practically impactful
than others. In the case of sensation, for instance,
there can be variation in the phenomenal experi-
ence of the same stimuli (e.g., what seems red to me
may seem green to you; Zaman et al., 2021). This
variation is unproblematic from the standpoint of
communication and collaboration if the relative
structure of internal representations is preserved
(e.g., we both agree that red is more similar to purple
than to green; Goldstone & Rogosky, 2002; see
Figure 2).2 In the following sections, we therefore
focus on cases where misalignment has important
consequences for: (a) the design of conflict-
resolving interventions, (b) our explanations of
important phenomena in JDM, or (c) the engineering
of artificial agents that collaborate with humans.

Designing Conflict-Resolving Interventions

Recognizing misalignment can clarify whether,
when, and how disagreements can be resolved. From
a divergence-focused perspective, for instance, a
straightforward approach to reducing disagreement
is providing disagreeing agents with a common
set of data that relate to the issue in question. This
strategy for disagreement reduction is known
as the “deficit model” in science communication
(Simis et al., 2016; see also Farrell et al., 2019;
Hartman et al., 2022). The intuitive appeal of
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this strategy is so strong that early work in
social psychology took greater disagreement in
response to the same set of data to defy “any
normative strategy imaginable for incorporating
new evidence relevant to one’s beliefs” (Ross &
Anderson, 1982, p. 145).

Yet, such polarization can be both common
and rational in the presence of misalignment.
Differences in the set of alternative hypotheses
being represented or the conditional dependencies
between hypotheses and data being considered can
lead to divergent conclusions from the same data
(Jaynes, 2003, Ch. 5.2; Jern et al., 2014). For
instance, consider two people with different prior
beliefs about whether a source is likely to be reliable,
with one assuming that the testimony of the source
tends to be positively correlated with truth and the
other assuming that it is negatively correlated. Upon
hearing the source argue for anthropogenic climate
change, their credences will move in opposing
directions, with more data leading to greater
polarization (for a related finding, see Cook &
Lewandowsky, 2016; the same pattern can also arise
from inferences of bias, see Oktar et al., 2024). The
source of polarization in this case is different
representations of the relationship between the
source’s testimony and truth.

In the case of astronomy, a similar mechanism
led scholars to entrenched, persistent disagreement
despite observing the same stellar data. Whereas
geocentric models represented stars as being
relatively close to earth, heliocentric models took
them to be very far. Thus, the observation that stars
remain the same size year-round confirmed both
geocentrists’ views (if the earth is in the center, stars
should be the same size as they are always
equidistant), as well as heliocentrists’ views (if the
stars are very far, they will appear to be the same
size since the orbit of the earth is too small to make
an observable difference; see Grant, 1984).

Whether observations will push us toward
polarization, entrenchment, or agreement thus
depends on both our representations and the kind
of data we observe. Scientists are intimately

2 We can formally frame this mismatch in the following
way. If we consider each stimulus as being internally encoded
as a vector (e.g., of neural activations), variation in sensation
would correspond to differences in the absolute values of
these vectors: For instance, your red vector may be equivalent
to my green vector. What matters for practical alignment
(e.g., communication and collaboration) is whether the
relative distances between vectors is preserved across the two
representational spaces.



can Psychological Association or one of its allied publishers.

ghted by the Ameri

&

This document is copyri
This article is intended solely for the

e of the individual user and is not to be disseminated broadly.

pCl‘SOll'dl us

DIMENSIONS OF DISAGREEMENT 5

Figure 2

Computing Representational Alignment From Pairwise Similarity

(A) SHARED DATA

Note.

(B) REPRESENTATIONS

(C) PAIRWISE SIMILARITY

Blue Purple -Green  Red

Bue| 1 | 08 | 04| 0

Purple| 0.8 1 0.2 0.1

Green| 04 | 0.2 1 06

Red 0 0.1 0.6 1

Blue Purple  Green Red
swe| 1 | 08 | 04 | 01

"> Alignment <<-*

purple| 0.8 1 05 0 .

Green| 0.4 0.5 1 06

Rea | 01 | 0 |08 | 1

Representational alignment as a measure of differences in pairwise similarity judgments. Though Sarah and Casey

perceive individual colors differently, their representations are structurally similar, as captured by the correspondence in their
pairwise similarity matrices (except they are minorly misaligned in their representations of purple)—most measures of
misalignment that are commonly used are sensitive to such structural similarity. Adapted from “Alignment With Human
Representations Supports Robust Few-Shot Learning,” I. Sucholutsky and T. L. Griffiths, 2023. arXiv preprint (https://doi.org/
10.48550/arXiv.2301.11990). Copyright by The Authors. See the online article for the color version of this figure.

familiar with this fact: Some experimental data
efficiently discriminate between hypotheses;
many others do not (Platt, 1964; cf. O’Donohue
& Buchanan, 2001). As described above, ob-
servations of most stars were not diagnostic with
respect to heliocentrism versus geocentrism—but
some data points could speak to one theory over
the other (a prediction regarding the cycles of
Venus; Gingerich, 2011). Similarly, interventions
for promoting mutual understanding need to
provide data that allow people to discriminate
between competing representations. For example,
providing further scientific data about the benefits of
vaccines may not resolve a disagreement between an
antivaxxer who believes that science is corrupt and a
scientifically inclined family member—but provid-
ing evidence that science is a relatively unbiased
process may be more effective (e.g., Ranney &
Clark, 2016; cf. Gershman, 2019).

How can we know which data will be most
impactful? Artificial intelligence research has
developed methods for generating stimuli that
maximize divergence between Al systems and
humans (e.g., Goodfellow et al., 2014), and recent
work provides Bayesian methods for generating
stimuli that maximally differentiate representa-
tions across agents in simple domains (e.g., face
perception; see Golan et al., 2022). Generalizing

such approaches to discovering parts of semantic
space that lie at the heart of misalignment is an
important direction for future research.

The more general point that complex repre-
sentations are underdetermined by simple eva-
luations poses a challenge for theories of JDM
quite broadly (Richters, 2021). Tests of founda-
tional theories (Tversky & Kahneman, 1974)
typically manipulate simple stimuli (e.g., the
probabilities in a gamble between two options;
Peterson et al., 2021), which result in the elicitation
of simple representations that are relatively consis-
tent across individuals. Ongoing work aims to
extend classical theories to more complex choice
tasks using representations elicited from large
language models (LLMs), and in so doing, capture
informative individual differences in decision
making (e.g., Bhatia, 2023). Future research could
generalize these advances to develop better models
of judgment and belief as well.

Enriching Extant Research: Implications for
Advice Taking and Algorithm Aversion

As mentioned above, much research in JDM
takes a divergence-first approach to disagree-
ment. Yet, taking misalignment into account can
enrich current lines of inquiry while raising novel
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questions about the nature of disagreement. For
example, research on advice taking has investi-
gated how people weigh their own judgments
versus those of others in estimation tasks
(Bonaccio & Dalal, 2006), as well as those of
human versus algorithmic advisors (Glikson &
Woolley, 2020). People typically overweight
their own judgments in these studies, and many
mechanisms have been suggested to account for
this egocentric bias, from asymmetric access to
reasons (Yaniv & Kleinberger, 2000) to biased
sampling (Hiitter & Ache, 2016) and motivated
reasoning (Kappes et al., 2020). Misalignment
offers a distinct and synergistic explanation for
biased advice taking.

When receiving advice, people jointly learn
from and about their advisors (Bovens &
Hartmann, 2003). For example, if an advisor
provides contradictory advice about similar
problems, we might simultaneously use their
advice and grow suspicious of their reliability (see
Orchinik et al., 2023). Beyond merely estimating
reliability, we might also use their estimates to
infer their representation of the problem space—in
a simple estimation task with one predictor and
one outcome, for instance, we could sample the
advisor’s estimates across possible values of
the predictor to infer their representation of the
function relating the two variables. To illustrate,
imagine trying to allocate loans to customers
based on a credit score, C, and advice from an
unfamiliar advisor, Logan. To evaluate whether
you should trust Logan, you could see how his
recommendations fluctuate with C—if Logan’s
recommendations closely track C, that would tell
you that he has arepresentation of the problem that
perhaps aligns with yours (e.g., in assuming that
high credit scores indicate responsible financial
habits). If Logan’s recommendations correlate
negatively with C, however, you might infer that
his representation is misaligned. This could lead
you to discount Logan’s advice, especially if it
leads to a divergent judgment that is incorrect.

The literature on algorithm aversion shows
exactly this pattern: Algorithms are not dis-
counted until they make unexpected and atypical
mistakes, after which people quickly lose
confidence in them (Dietvorst et al., 2015; cf.
Logg et al., 2019). Beyond divergence, infer-
ences of misalignment could thus contribute to
understanding how people utilize others’ advice.
With the advent of Al assistants powered by
LLMs, there is now also a rapidly growing literature

exploring how trust in an Al affects whether people
use it in decision making (Choudhury & Shamszare,
2023) and the relationship between the accessibility
of representations and trust (Zou et al., 2023).

Raising Novel Questions

Reducing disagreement to divergence simplifies
inferences of and from disagreement—and incorpo-
rating misalignment raises questions by complicat-
ing this analysis. Whereas divergence can be
approximated with one sample or communicative
act, misalignment is much more difficult to estimate.
Minimally, it requires observing systematic diver-
gence across a range of judgments. Maximally, it
entails inferring or even fully simulating the other
agent’s internal representation of the task. This
naturally raises the question of if, when, and how
people go through this more informationally and
computationally intensive inference process, rather
than using divergence-based heuristics.

An important factor may be the ease of
generalization from one’s own internal representa-
tion to that of the other agent. Generalizing to
similar agents in well-known domains may be the
easiest case since one’s own representations can be
leveraged to estimate alignment. Intuitively, I may
be able to put myself'in my best friend’s shoes when
discussing an issue we are both familiar with, but
understanding how the Fair Isaac Corporation credit
scoring algorithm represents credit-worthiness may
be much more difficult. This is because in the former
case, [ can use my own representations as a basis for
inferring those of my friend (Goldman, 2006; Woo
& Mitchell, 2020), whereas in the latter case, I do
not have the requisite knowledge or mechanisms for
understanding artificial agents in unfamiliar do-
mains. Relatedly, the extent of representational
misalignment for word meanings predicts failures
of communication across people (Duan &
Lupyan, 2023).

3 Relatedly, teachers are fairly accurate at tracking what
students know and do not know but are much less accurate at
recognizing their alternative understandings and models (Chi
et al., 2004). For example, many children represent the
circulatory system as comprised of simply the heart and the
body, without a special role for the lungs in providing
oxygenation to blood. Teachers are better at detecting factual
inaccuracies (e.g., that oxygenated blood flows from atria to
ventricles) than they are at diagnosing the presence of flawed
representations (e.g., models where the lungs are not a part of
the circulatory system).
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As for inferences from disagreement, mis-
alignment raises new questions about the striking
tendency for individuals to persist in their beliefs
amid dissent (e.g., roughly 90% do not question
their views upon contemplating societal disagree-
ment; Oktar & Lombrozo, 2022b). A common
path to persistence is subjectivity: If I believe that
euthanasia is morally permissible and that moral
beliefs are matters of subjective opinion, I may
persist in my views despite disagreement. But
what grounds such inferences? We are not aware
of formal treatments that explain what judgments
of subjectivity track (except for recent research in
philosophy, see Sytsma et al., 2021). One
possibility is that subjectivity tracks irreconcil-
able representational diversity—in domains
where there is a lot of variance in how people
perceive issues or stimuli (e.g., on abstract
notions like morality or love), and where there
is no basis for evaluating which representations
are more accurate or practically useful, people
may expect disagreement to be incommensurable
(for research on diversity in human concepts, see
Marti et al., 2023). Domains with representational
uniformity and tools for adjudicating better or
worse representations (e.g., formally defined
systems like games, financial markets, or mathe-
matics) may prove more conducive to conciliation.
Beyond disagreement resolution, understanding
the roots of subjectivity would have widespread
implications for our understanding of JDM quite
broadly, from how people make decisions across
domains (Oktar & Lombrozo, 2022a) to how they
evaluate moral beliefs (Goodwin & Darley, 2012).

Implications of the Distinction for Al
Research

With increasingly powerful and inscrutable Als
being deployed in real-world settings, there is
mounting concern about the risks of relying on
these systems for decision making. Accordingly,
the question of “value alignment” has received
much attention in recent academic Al research
(e.g., Bommasani et al., 2021; Gabriel, 2020), and
has become a focus in industry (with OpenAl
recently investing 20% of its compute on a new
“superalignment” team; Sutskever & Leike, 2023).
Despite the name, most recent work on value
alignment instead focuses on preventing diver-
gence. For instance, LLMs owe much of their
success to the use of reinforcement learning with

human feedback (RLHF), whereby the unsuper-
vised output of these models is constrained by
human evaluations of model outputs in the fine-
tuning stage (Ouyang et al., 2022). Note, however,
that this technique ultimately corresponds to
divergence reduction: The model is trained to
prioritize outputs that are close to the judgments of
the humans providing feedback. This raises the
worry that RLHF may “render models aligned ‘on
the surface,” and that they still harbor harmful
biases or other tendencies that may surface in more
subtle contexts” (Bai et al., 2022, p. 35). In other
words, we could end up developing models that are
radically misaligned and diminish our capacity for
detecting such misalignment due to training
procedures that disincentivize the expression of
divergence from human judgment.*

For instance, RLHF trains Generative Pretrained
Transformers to explicitly denounce racist, sexist,
and biased rhetoric (Fang et al., 2023), but recent
research has shown that these models nevertheless
retain biased latent associations in their representa-
tions. Turpin et al. (2023) constructed pairs of
ambiguous stories where one of two suspicious
characters was responsible for a crime, and the only
difference across the stories was that the race and
gender of the characters were flipped. When asked to
identify which character was guilty, LLMs consis-
tently picked the stereotypically targeted group (e.g.,
Black men) versus alternatives (e.g., White women).
Moreover, when prompted to describe why they
made their judgments, the models produced
confabulated explanations (e.g., pointed out irrele-
vant information from the scenario as evidence)—
demonstrating the difficulty of diagnosing latent
misalignment when divergence is penalized. Such
latent misalignment can have catastrophic conse-
quences if models are deployed at scale (Dung,
2023; Russell, 2019).

A key upshot of this work is that allowing
agents to express divergence across a broad
domain enables alignment and progress—an
observation familiar to political scientists study-
ing the “spiral of silence” in the context of
oppression (Noelle-Neumann, 1974). A key
question for research on LLMs is therefore how
models can be trained to express divergence—and
hence enable misalignment detection—while

4 Note that this process could lead to alignment on some
dimensions (e.g., the value of outputs to humans) and
misalignment along others (e.g., the latent associations
between stimuli).
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maintaining usability. Such training could addi-
tionally facilitate value alignment, as what is
worth valuing depends on what one is able to
represent or conceptualize (Rane et al., 2023).
Work on the pragmatics of disagreement
(Sifianou, 2012) and negotiations (Brett &
Thompson, 2016) is highly relevant to making
progress on this aim.

How would fostering alignment impact the
performance of these models? Recent work has
shown that the answer may not be simple: Within
a specific task, better algorithm performance may
be decoupled from representational alignment,
but better performance across diverse tasks and
stimuli tends to track alignment (Muttenthaler
et al., 2022; Sucholutsky & Griffiths, 2023).
Intuitively, whether alignment is necessary or
beneficial depends on the use case of the
algorithms: For instance, in tasks where algo-
rithms have to interface and collaborate directly
with humans, alignment is likely to improve
performance.

Collaboration thus poses an interesting chal-
lenge for teams comprised of human and artificial
agents (Sharma et al., 2023). If members of a team
are exposed to highly differing data, perhaps
because they are solving differing subgoals for the
main task, they may develop different representa-
tions, hindering communication. Thus, a promis-
ing area for future research is developing efficient
policies for fostering alignment, while reaping the
benefits of transient diversity for problem solving
(see Smaldino et al., 2024). For instance, data
points that are highly informative in structuring
the environment or that capture informative
statistics of the space (e.g., prototypes) can be
periodically shared across team members to
anchor their representations.

Conclusion

Disagreement is best understood as a complex
mixture of divergence and misalignment, yet past
research in JDM has largely focused on divergence.
Recent work in Al on the other hand, has developed
efficient methods for measuring and comparing
misalignment in representations. These advances
hold promise for enriching current research in JDM:
In particular, misalignment may play an important
role in explaining biased advice taking, the
persistence of controversial beliefs, and algorithm
aversion. Beyond current research, misalignment
also raises many unanswered questions about how
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we can infer and resolve disagreements in diverse,
collaborative groups of humans and AL

Disagreements can have catastrophic conse-
quences for individuals and society: Galileo, for
example, was forced to “abjure, curse, and detest”
his scientifically informed dissent, and sentenced
to house arrest for the rest of his life (De Santillana,
1955), in part because the social structures of his
time were designed to preserve stability rather than
promote progress. Developing a deeper under-
standing of disagreement can ultimately help us
move beyond merely avoiding or suppressing such
divergence—with humans or artificial agents—
and develop strategies for leveraging diverse
perspectives toward solving difficult problems
(Derex & Boyd, 2016).
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